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Abstract 

Glaucoma, a debilitating eye condition, poses a significant threat to vision by damaging optic nerve fibers and astrocytes 

irreversibly. Early detection of glaucoma is crucial for timely intervention and preservation of vision. Retinal image-based 

detection methods offer a non-invasive approach for early diagnosis, which can alleviate the burden on ophthalmologists 

and improve patient outcomes. In this study, we propose a novel method called the Pulikulam Cattle Optimization 

Algorithm (PCOA) for glaucoma detection using retinal fundus images. The PCOA algorithm is employed to optimize the 

weights of a Convolutional Neural Network (CNN) classifier, enhancing its accuracy and efficiency in detecting 

glaucomatous features. The fitness function of the PCOA algorithm aims to minimize error values, leading to the 

identification of optimal solutions for glaucoma detection. The resulting optic disc area extracted from retinal images 

serves as a crucial indicator for distinguishing between healthy and glaucomatous eyes. We conducted comprehensive 

evaluations using diverse datasets, demonstrating well-organized clustering, precise classification, and superior 

performance compared to existing methods. Our proposed approach achieved accuracy levels exceeding 95%, 

underscoring its effectiveness in glaucoma detection. The findings of this study contribute to advancing glaucoma 

detection technology and hold promise for improving clinical outcomes and patient care. 
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INTRODUCTION 

According to the WHO (World Health Organization) [1], glaucoma causes close to 12% of all incidents of blindness 

globally. In 2010, it was estimated that 60.5 million people worldwide suffered from glaucoma, and by 2020, it's expected 

that figure will reach 80 million [2]. In general, elderly adults are more likely to develop glaucoma, particularly those who 

have severe nearsightedness, diabetes, or high blood pressure. Glaucoma gradually weakens the optic nerve, which carries 

visual data coming from the eye to the brain. Early-stage glaucoma rarely impairs vision; therefore patients frequently are 

unaware of it. The loss of peripheral vision brought on by advanced glaucoma may result in permanent blindness. 

However, an early diagnosis and the right treatment can halt the progression of the condition and stop vision loss. 

Early diagnosis of this irreversible glaucoma problem is important as a result [3]. As examples of several 

glaucoma kinds, consider the following: open-angle, angle-closure, normal tension, and congenital [4]. Before making a 

glaucoma diagnosis, important factors such tonometry, perimetry, ophthalmoscopy, pachymetry, and gonioscopy have to 

be investigated. The tests for visual field loss, intraocular pressure (IOP), and an ophthalmoscopy assessment of the optic 

nerve head (ONH) are then used to make the glaucoma diagnosis [5] for patients. Glaucoma can be detected with digital 

fundus cameras, optical coherence tomography (OCT), IOP readings, ONH assessments, retinal nerve fiber layer (RNFL), 

and visual field abnormalities [4]. IOP quickly increases as a consequence of a drainage system problem in the eyes. After 
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that, the fluid pressure in the eyes gradually rises; as a result, it harms the optic nerve [6] and results in irreversible visual 

loss [7], which produces glaucoma. Fig. 1 depicts the drainage canal is blocked and buildup of fluid. 

 
Fig. 1 Glaucoma 

 

In addition, RNFL destruction, which results in decreased RNFL thickness, is one of the primary risk factors of glaucoma 

disease [8]. Additional potential causes of the glaucoma condition include the concurrent functional cessation of the 

visual field, ONH, nerve fiber layer, structural changes, and other factors [9]. 

Therefore, to help with the early diagnosis of the condition, regular eye exams are required for those who may 

have glaucoma. During an eye exam, an ophthalmologist shall manually assess a patient's retinal image to check for the 

existence of glaucoma symptoms. Manually analyzing retinal images can take a lot of time [10]. Highly skilled 

ophthalmologists should also review the photos to guarantee the precision of the performed diagnosis [11]. 

 
Fig. 2 Retinal Fundus Image 

 

Ophthalmologists can distinguish among healthy and unhealthy retinas [13] using one of the most important noninvasive 

glaucoma diagnostic tools [12]. The fact that retinal fundus images are typically easy to produce in clinical settings is 

their greatest advantage. Then, information from digital image research is extrapolated [14] to identify eye conditions 

associated with glaucoma. In order to successfully detect this illness, numerous clustering and classification progression 

approaches are used. The paper's contribution, in a nutshell, is as follows:  

 This work examines various important contributions and introduced a new optimizer called pulikulam cattle 

optimizer along with the tuning of neural network model (CNN) and achieving simulation performance 

improvement. 

 It considers pulikulam cattle optimization (PCOA) is proposed to tune the learning rate of the Back propagation 

approach and activation perspectives. 

 The workput forward in what way the bonding among swarm optimization module and deep learning can be 

strengthened. 

The relevant studies are described in next section. The submitted methodology, new model and their implemented 

concepts with outcomes are provided in the well-ordered sections. 

 

RELATED REVIEWS 

Glaucoma constitutes one of the leading causes of irreversible blindness in our ageing society [15]. Chronic neuropathy 

alters the optic disc both internally and externally, producing structural damage to the optic nerve fibers that ultimately 

results in functional vision loss. Glaucoma is associated with specific changes in the optic nerve head (ONH), often 

referred to as the optic disc [16]. Throughout a clinical evaluation and optic disc photo analysis, ophthalmologists 

evaluate the ONH while looking for recognizable changes, such as generalized or focal neural rim thinning. 

CNN (Convolutional neural networks) and deep learning models more specifically are establishing new 

benchmarks in the field of medical image processing. Numerous healthcare applications, including the diagnosis of 

pneumonia on chest CT [18] and the grading of skin cancer at the dermatologist level [17] use these models. The primary 

focus of research in ophthalmology has been on CNNs' potential for early detection of serious eye diseases like cataract 

[21], age-related macular degeneration [20], and diabetic retinopathy [19] using inexpensive color fundus photos and, to a 

lessened range, optical coherence tomography (OCT) scans. 

Deep learning-based assessments may aid in reducing the false positive rate while addressing the issue of under 

diagnosis of glaucoma [22]. Successes have been documented in the area of automated glaucoma diagnosis [23] and 

glaucoma associated indicators [24] from fundus images using CNNs. Those results emerged at the expense of less 

knowledge regards the predictive model's method of decision-making because picture features are no longer manually 

developed and selected. Fostering trust in the prospective use of deep learning for medical diagnosis requires transparency 

in decision-making, which is also referred to as CNN explain ability. 
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However, CNNs might perform less well and be unable to differentiate between different glaucoma severities levels due 

to the stochastic choice of hyper-parameters. The hyper-parameter's value controls the rate of convergence and steers the 

approach to the desired minimum or maximum [25]. The optimization method offers a higher level of choice of 

parameters precision than all common approaches, but it may lead to high amounts of computer complexity. Many 

swarm-based optimization techniques [25] include two brand-new heuristic algorithms that work well as optimizers. 

Thus, the Chicken Swarm [28] Optimization procedure is combined with a similar approach. By emulating the 

hierarchical structure of the chicken swarm and its behaviors, including those of roosters, hens, and chicks, CSO may 

effectively obtain the chickens intelligence from swarms to resolve problems. 

In our approach, we tried to reduce the loss function in CNN model with the help of cattle optimizer. This can 

reduce the error rate much better than the previously studied optimizers. Thus, the way of accurate location of glaucoma 

disease can be detected effectively, when compared to the conventional approaches [30-32]. 
 

GENERAL CONCEPTS 
 

1. Glaucoma Detection:  

Glaucoma is a leading cause of blindness globally, necessitating early detection to prevent irreversible vision loss. 

Various diagnostic tools, including tonometry, perimetry, and ophthalmoscopy, aid in identifying glaucoma 

symptoms. 

 

2. Retinal Fundus Images:  

Retinal fundus images serve as crucial diagnostic tools for glaucoma detection due to their non-invasive nature and 

ease of production in clinical settings. Ophthalmologists analyze these images to identify abnormalities associated 

with glaucoma. 

 

3. Challenges in Manual Analysis:  

Manual analysis of retinal images by ophthalmologists is time-consuming and requires high levels of skill and 

expertise. Automation of this process using computational techniques can improve efficiency and accuracy in 

glaucoma diagnosis. 

 

4. Role of Clustering and Classification:  

Computational techniques such as clustering and classification play a significant role in automated glaucoma 

detection. These techniques extract relevant features from retinal images and classify them as healthy or diseased, 

aiding in early diagnosis and intervention. 

 

5. PCOA:  

The Pulikulam Cattle Optimization Algorithm (PCOA) is introduced as a novel optimization method for enhancing 

glaucoma detection using retinal fundus images. Inspired by the dietary habits of cattle, PCOA optimizes the weights 

of Convolutional Neural Network (CNN) classifiers to improve accuracy and efficiency in glaucoma detection. 

 

6. PCOA Methodology:  

PCOA optimizes the learning rate of the Back propagation algorithm and activation perspectives in CNN classifiers, 

strengthening the bond between swarm optimization and deep learning techniques. By minimizing error values, 

PCOA identifies optimal solutions for glaucoma detection, leveraging insights from nature to enhance computational 

efficiency. 

 

GENERAL METHODOLOGY 
The common architecture obtained from the previous work [29] is observed and adapted the new optimization module 

named as pulikulam cattle optimization algorithm. The overall block diagram of the proposed model is drawn in the 

below Fig. 1. 

Three local sub-nets from the CNN framework are used. The three sub-nets consist of a sub-net for predicting 

ROI attention, a sub-net for locating problematic areas combined with the pulikulam cattle optimization algorithm, and a 

sub-net for classifying glaucoma. The first sub-net predicts the region of glaucoma to be given to the second sub-net by 

generating an attention map. The extracted attention maps and features are used by the second sub-net to identify the 

glaucoma area. The third sub-net divides the input image into glaucoma cases with varying degrees of severity and 

glaucoma-negative cases. A hybrid optimization strategy is suggested for second sub-net in order to adjust the loss 

function's hyper-parameters for the three-tiered CNN structure as mentioned in below Fig. 3. 
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Fig. 3 The schematic figure of the proposed PCOA-CNN 

 

PROPOSED CNN WITH OPTIMIZER 
 

Pulikulam Cattle Optimization algorithm (PCOA) 

The pattern of the cattle in the paddock serves as the inspiration for the livestock optimization method. The behavior of 

cattle in the paddock, or the area enclosed inside a specified space can serve as the basis for this algorithm. First, the cattle 

forage for food in its immediate vicinity and quickly graze the entire covering area. By acting in this manner, it will 

totally graze the area during its prime grazing season without leaving a single food inside the paddock. For multi-

objective problems, this behavior is used to search the solution in a search space without overlooking any potential 

solutions. The paddock that may be connected to the limitations or constraints created with regard to situations with 

several objective functions to establish an upper and lower bound for solutions that are appropriate for the issue as 

depicted in below Fig. 4. 

 
Fig. 4 Cattle grazing pattern within paddock 

 

Only the paddock, which is seen as a space for solution searching, is used for cattle grazing. Paddock in relation to the 

limitations created to determine whether the chosen solution is accurate and ideal. In order to find food, cattle graze 

haphazardly and quickly throughout the paddock. It has to do with locating the greatest and most suitable solution. 

Additionally, the algorithm records previous answers so that it can immediately fix a problem if it reappears. The search 

space could be kept from growing exponentially and processing cost might be decreased thanks to the paddock limitations 

that were developed. 

The algorithm includes a search area where food particles are dispersed around the field and is thought to be the answer to 

the issue. In order to reduce the fitness function, the cattle, acting as the search agent, search the food particles in the 

paddock area. It is possible to express fitness as 

 𝐹𝐼𝑖 = 𝑌𝑓𝑗 − 𝑋𝑓𝑗                                                  (1) 

The search space expresses the food ingredients as 

𝐹𝑃 = [

𝑓𝑒11 𝑓𝑒12 ⋯ 𝑓𝑒1𝑛

𝑓𝑒21 𝑓𝑒22 ⋯ 𝑓𝑒2𝑛

⋮ ⋮ ⋱ ⋮
𝑓𝑒𝑚1 𝑓𝑒𝑚2 ⋯ 𝑓𝑒𝑚𝑛

]                                 (2) 

The food particles in the solution space are taken to be the solutions for the given problem, with the only derived 

restrictions being the paddock area. It is possible to express the restrictions derived for choosing the best problem-solving 

strategy as 
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𝑙𝑙1 < 𝑓𝑒𝑚𝑛 > 𝑢𝑙1, 
𝑙𝑙2 < 𝑓𝑒𝑚𝑛 > 𝑢𝑙2, 

…, 
𝑙𝑙𝑎 < 𝑓𝑒𝑚𝑛 > 𝑢𝑙𝑏                                                             (3) 

The type of the problem determines how many limitations are there. The quantity of 𝐶𝑏𝑒𝑠𝑡solutions is found andthere will 

be one greatest overall solution among them. One way to express the 𝑝𝑏𝑒𝑠𝑡 solution count is 

𝐶𝑏𝑒𝑠𝑡,𝑖 =

[
 
 
 
𝐶11 𝐶12 ⋯ 𝐶1𝑦

𝐶21 𝐶22 ⋯ 𝐶2𝑦

⋮ ⋮ ⋱ ⋮
𝐶𝑥1 𝐶𝑥2 ⋯ 𝐶𝑥𝑦]

 
 
 

                                              (4) 

The food particle closest to the cow will first be chosen for the best overall solution. The food particle originally 

designated as the best in the world will be compared to the one at the place after the cattle has moved from its current 

position. Based on the weight of the food particle, comparisons are made. Two factors—distance and prey volume—will 

be used to calculate the weightage. The search agent's distance from the food particle will be taken into account. It is 

possible to express the distance Di as  

𝐷𝑖 = |𝐶𝑜 − 𝐶𝑥𝑦|                                                              (5) 

Where, ‘Co’ indicates the agent for searching. The second consideration is the volume of the food taken into account 

during the specific iteration, which is denoted by the symbol 𝑉𝑓𝑝(𝑖). Finally, the total food particle weight can be 

conveyed as 

𝑊𝑝𝑏𝑒𝑠𝑡,𝑖 = 𝐷𝑖 +  𝑉𝑓𝑝(𝑖)                                                     (6) 

The weightages are put in matrix storage and conveyed as, 

𝑊𝐶𝑏𝑒𝑠𝑡,𝑖 =

[
 
 
 
𝑊𝐶11

𝑊𝐶12
⋯ 𝑊𝐶1𝑛

𝑊𝐶21
𝑊𝐶22

⋯ 𝑊𝐶2𝑛

⋮ ⋮ ⋱ ⋮
𝑊𝐶𝑚1

𝑊𝐶𝑚2
⋯ 𝑊𝐶𝑚𝑛]

 
 
 

                         (7) 

Initial responsibility for the selected solution for𝐶𝐺𝑏𝑒𝑠𝑡 = 𝐶𝑥𝑦.𝐶𝑥𝑦indicates the food particle that is currently there. The 

next place can express the food particleas 𝑓𝐶𝑙+1.  

The 𝐶𝐺𝑏𝑒𝑠𝑡 solution will still be used, if the 𝐶𝑥𝑦's weight is greater than 𝐶𝑥𝑦+1. The weight of the 𝐶𝑥𝑦𝑙
will be 

designated as the "𝐶𝐺𝑏𝑒𝑠𝑡 solution" if it is less than the weight of the  𝐶𝑥𝑦+1. The best answer overall, or the optimal 

solution, can also be discovered among the many options. 
 

Pseudo code for Cattle Grazing Pattern Optimization algorithm (CGPO) 

1. Begin the search in space S 

2. Set the lower band limit and upper band (UB) (LB)  

3. Use Eqn (2)to determine FI  

4. For n between 0 and I 

5. Get FI (i) 

6.  i=i+FI(i-1) 

7. UB=0 

8. end 

9. Examine the area for acceptable food particles (solution) 

10. if 𝒍𝒃𝒂 < 𝒇𝑪𝒎𝒏 > 𝒖𝒃𝒃 

11. Cbest solution using equation (4)to get the optimum answer  

12. Use Eqn to calculate the distance Di (5) 

13. for i= 1 to n.  

14. Calculate the Weightage of all feasible options. 

15. End 

16. End 

17. End 

 

CNN-training norms 

Iterative training is used in CNN. The network weights are changed to reduce the error between the actual network output 

and goal output for a particular sample at each iteration, which involves calculating the network outputs for one (or more) 

samples in the training set. In actuality, the error function is judged using a quadratic function, cross entropy, or any other 

mixed functional. Training is therefore reduced to reducing an error function. 
 

 Convolution layer 

The spatial relationships between the pixels are preserved through convolution. The computational or subsampling layer 

that follows each convolutional layer helps to shrink the size of the image by averaging the values of the local output 

neurons. 



 

 
110 

 Subsampling with MAX-pooling layer 

By locally averaging the values of the output neurons, the subsampling layer zooms planes. Thus, a hierarchical structure 

is established. More widespread properties that are less dependent on image distortion are extracted from later levels. A 

convolution layer and a subsampling layer differ in that a convolution layer has nearby neurons' areas overlap it, whereas 

a subsampling layer does not. 

The pooling layer scales the spatial volume using a maximum function and functions independently of the depth of 

the input data. The convolution network's architecture makes the assumption that the presence of a sign is more 

significant than knowledge of its location. As a result, the highest value is chosen from a group of nearby neurons in the 

feature map and is treated as a single neuron in the lower dimension feature map. Pooling layers can also do averaging 

subsampling or even L2-normalized subsampling in addition to maximum subsampling. 
 

 Dropout layer 

Different regularization approaches are used to prevent network retraining. A rapid and effective regularization technique 

called dropout involves randomly selecting a subnet during training from the network's aggregate structure. As a result, 

some neurons are blocked from participating in the process, and going forward, the scales are only updated in the 

designated subnet. Only the weights of the remaining neurons are changed as a result. The probability that each neuron 

will be removed from the network as a whole is known as the dropout rate. This layer cuts the period of one training 

session in half and, in comparison to traditional regularization strategies, enables the network to handle retraining more 

efficiently. This is due to the decreased number of optimized parameters. 
 

 Normalizing layer 

On this layer, the conventional normalization of inputs takes place (the sample average of their values is subtracted, and 

the result is divided by the root of the sample variance). The values at this layer's inputs from prior training iterations are 

taken into account for calculating the sampled values. With this method, the network can be learned more quickly, 

improving the outcome. 
 

 Fully connected layer 

This layer is a standard multilayer perceptron with categorization as its function. The quality of recognition is improved 

by optimizing the model's intricate nonlinear function. One neuron from the hidden layer is connected to each neuron on 

each map from the preceding subsample layer. As a result, the number of mappings in the subsample layer is the same as 

the number of neurons in the hidden layer. In a completely connected layer, neurons are coupled for every activation in 

the preceding layer, much like in regular neural networks. Matrix multiplication and biasing can be used to determine 

their activations. Convolutional layers differ from fully connected layers in that their neurons are only connected to the 

local area of the input and share parameters. 

 

RESULTS AND DISCUSSION 
The experiment findings are reported in this section to support the efficacy of our method in detecting glaucoma and 

locating the diseased area. The LAG database is used for glaucoma detection. Among the 11,760 fundus images, there are 

4,878 positive and 6,882 negative glaucoma samples. This LAG contributed by Beijing Tongren Hospital and the Chinese 

Glaucoma Study Alliance (CGSA)[30]. To demonstrate that the method does not over-fit, validation also makes use of the 

RIM-one database. Three decisions that are useful for constructing the CNN structure were reached as a result of the 

tiered grade system. 

With 11,760 fundus photos in the LAG database, the experiment is put into practice. 10,928 of the 11,760 total 

photos are utilized for training, while 832 are used for testing. By three times garnering the fundus photos to 30%, 50%, 

and 70% of their original dimension, the training set photographs are enhanced. There is no subject or eye overlap and 

each sample is distinct. By testing it on a RIM-ONE, the suggested method's generalizability is confirmed. It is carefully 

set because the initial parameters have an impact on CNN detection. 

 
Fig. 5 Input image and segmented pattern 

 

Table 1 compares and contrasts our technique with eight existing heuristic glaucoma detection methods based on various 

variables. The measures that are used especially are SD (Standard deviation), Accuracy, specificity, sensitivity, DS (dice 
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similarity), and JD (Jaccard Distance). While the proposal has a higher rate of true positives and true negatives, it also has 

a smaller percentage of false positives and false negatives. Given the high accuracy of approximately 97% and the 0.05% 

deviation from the ground truth images, the PCOA was optimized with CNN. According to Table 2 and Fig. 6 (a-e), DS 

and JD calculate the percentage of similarity and dissimilarity among the output images and the ground truth images. 

About 97% of the ground truth's similarities and 4% of its differences were produced by the suggested approach. About 

97% of the ground truth's similarities and 4% of its differences were produced by the suggested approach. Overall, the 

proposed approach outperforms the contrasted heuristic approaches in terms of performance. 

 
Table 1 Simulation comparison of heuristic segmentation approaches for glaucoma detection 

Segmentation Approaches Data set 
Metrics 

TP FP TN FN ACC SD DS JD 

Super pixel classification 
LAG 0.76 0.15 0.84 0.23 88.0 0.20 0.84 0.20 

Rim-one 0.77 0 1.00 0.22 88.9 0.28 0.85 0.19 

Contour based 
LAG 0.78 0.14 0.85 0.21 88.8 0.20 0.85 0.19 

Rim-one 0.78 0 1.00 0.21 89.5 0.26 0.86 0.18 

Region growing 
LAG 0.78 0.13 0.86 0.21 89.2 0.20 0.86 0.18 

Rim-one 0.79 0 1.00 0.20 89.9 0.21 0.87 0.17 

K-means Clustering 
LAG 0.79 0.13 0.86 0.20 89.6 0.18 0.86 0.19 

Rim-one 0.80 0 1.00 0.19 90.0 0.19 0.87 0.17 

Intuitionistic Fuzzy C-means clustering 
LAG 0.80 0.12 0.87 0.19 90.3 0.17 0.88 0.16 

Rim-one 0.82 0 1.00 0.17 91.1 0.17 0.89 0.14 

Spatial Fuzzy C-means clustering 
LAG 0.81 0.11 0.88 0.18 90.7 0.18 0.89 0.15 

Rim-one 0.82 0 1.00 0.17 91.3 0.18 0.90 0.14 

Adaptively regularized Kernel-based Fuzzy c means clustering 
LAG 0.82 0.10 0.89 0.17 91.4 0.17 0.89 0.14 

Rim-one 0.84 0 1.00 0.15 92.4 0.17 0.90 0.13 

Attention based CNN (base paper) 
LAG 0.83 0.09 0.90 0.15 91.8 0.11 0.91 0.10 

Rim-one 0.85 0 1.00 0.12 93.0 0.15 0.92 0.09 

RFSO on Attention based CNN 
LAG 0.92 0.02 0.90 0.20 95.18 0.08 0.97 0.9 

Rim-one 0.94 0.01 0.90 0.15 94.24 0.04 0.95 0.7 

PCOA on Attention based CNN 
LAG 0.94 0.02 0.92 0.24 97.18 0.05 0.98 0.91 

Rim-one 0.96 0.02 0.92 0.12 96.12 0.03 0.98 0.81 

 
Table 2 Simulation comparison of CNN approaches for glaucoma detection 

Database Method 
Accuracy Sensitivity Specificity 

1 2 3 4 1 2 3 4 1 2 3 4 

LAG 

Chen et al 85.4 85.2 88.6 89.2 83.2 85.1 87.12 89.4 80.0 60.2 65.3 89.0 

Li et al 86.5 89 90 89.7 88.3 89.1 90.25 91.4 67.8 61.3 63.25 88.4 

Li, L et al 92.1 90 95.34 96.2 91.1 92.5 94.3 95.4 85.2 75.2 78.2 96.7 

Proposed 98.1 96 98.77 98.12 90.11 92.12 95.67 96.92 90.12 91.57 90.44 98.43 

RIM-ONE 

Chen et al 82.3 83.2 75 80.0 60.2 65.3 67.45 69.6 83.2 85.1 87.12 87.0 

Li et al 86.4 85.1 65 67.8 61.3 63.25 65.4 67.4 88.3 89.1 90.25 68.1 

Li, L et al 92.63 86.9 72.16 85.2 75.2 78.2 82.6 84.8 91.1 92.5 94.3 85.5 

Proposed 98.12 96.12 94 90.92 91.76 90.89 91.45 90.12 91.43 93.78 94.43 90.89 

 

Database Method 
AUC F 1 Score 

1 2 3 4 1 2 3 4 

LAG 

Chen et al 0.91 0.92 0.93 0.953 0.84 0.85 0.89 0.886 

Li et al 0.92 0.95 0.954 0.960 0.85 0.89 0.91 0.954 

Li, L., et al 0.92 0.95 0.98 0.983 0.88 0.90 0.93 0.954 

Proposed 0.95 0.95 0.97 0.99.12 0.94 0.99 0.98 0.98 

RIM-ONE 

Chen et al 0.75 0.78 0.82 0.831 0.65 0.68 0.69 0.711 

Li et al 0.65 0.68 0.72 0.731 0.61 0.63 0.65 0.654 

Li, L., et al 0.81 0.85 0.89 0.916 0.81 0.82 0.825 0.837 

Proposed 0.96 0.94 0.94 0.94 0.912 0.94 0. 0.94 
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Fig. 6 (a) The performance comparisons of TP for several classifiers 

 

 

 

 

 
Fig. 6 (b) The performance comparisons of TN several classifiers 
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Fig. 6 (c) The performance comparisons of DS for several classifiers 

 

 

 

 

 
Fig. 6 (d) The performance comparisons of JD for several classifiers 
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Fig. 6 (e) The performance comparisons of SD for several classifiers 

Fig. 6 (a-e) The performance comparisons of simulated parameters for several classifiers 

 

The compared parameters are true positive (TP), true negative (TN), standard deviation (SD), JD, and DS F2 Score as 

plotted in Fig. 6. From these figures (a-e), the proposed PCOA optimizer provides the better progress, when compared to 

the relevant approaches in our studies. 

 

Discussion 

The experiment utilized the LAG database, containing a significant number of fundus images, for glaucoma detection. 

Additionally, validation was conducted using the RIM-one database to ensure the method's generalizability and avoid 

over fitting. This approach reflects a comprehensive evaluation strategy, ensuring robustness and reliability in the results. 

Table 1 presents a comparative analysis of the proposed PCOA method with eight existing heuristic segmentation 

approaches for glaucoma detection. Metrics such as accuracy, specificity, sensitivity, dice similarity (DS), and Jaccard 

Distance (JD) were used for evaluation. The proposed method demonstrates superior performance across various metrics, 

indicating its effectiveness in accurately detecting glaucoma features compared to existing approaches. Table 2 further 

compares the performance of CNN approaches for glaucoma detection using different databases. Metrics such as 

accuracy, sensitivity, specificity, area under the curve (AUC), and F1 score were evaluated. The proposed PCOA method 

consistently outperforms existing CNN approaches, achieving higher accuracy and sensitivity levels, which are crucial for 

reliable glaucoma detection. Figs. 6 (a-e) provide visual representations of the performance comparisons for true positive 

(TP), true negative (TN), standard deviation (SD), JD, and DS F2 Score across various classifiers. The plots clearly 

demonstrate the superior progress achieved by the PCOA optimizer compared to relevant approaches in the study, 

reaffirming the efficacy of the proposed method. The findings of this study highlight the effectiveness of the PCOA 

method in enhancing glaucoma detection accuracy and efficiency. By optimizing CNN classifiers using PCOA, the 

method achieves high levels of accuracy and sensitivity, critical for early diagnosis and intervention in glaucoma cases. 

These results have significant implications for improving clinical outcomes and patient care in the field of ophthalmology. 

Moving forward, the proposed PCOA method holds promise for further advancements in automated glaucoma detection 

technology. Future research could focus on refining the optimization process, exploring additional datasets, and 

integrating emerging technologies to enhance the method's performance and applicability in real-world clinical settings. 

 

CONCLUSION 
The pulikulam Cattle Optimization method (PCOA), a new bio-inspired algorithm for the optimization process is 

introduced in this research. By activating the particular parameters, this optimization procedure can be used in any field to 

improve the results. The dietary habits of cattle are taken into account in the PCOA module. The search space is allocated 

by taking into account the population of the grass grown in the paddock in order to acquire the solution set for the 

specified optimization. The grasses that the cattle choose to eat from this field are then thought to be the best choice. This 

algorithm allows for the acquisition of a number of solutions sets via the route travelled by the cattle to consume the 

grass. This type of newly introduced optimizer provides the better optimum value to tune the parameters of CNN 

classifier. Hence, it classifies the glaucoma disease effectively than other previously evaluated optimizers. 
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